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ABSTRACT

This  document  describes  the  modeling  efforts  done  to  measure
the  effects  of  a  Back-end  Storage  Network  (BSN)  on  system
performance.  A  current  Prime  product,  RINGNET,  is  selected  as  a
BSN  to  replace  the  existing  I/O  bus  in  the  PRIME  series  50
computers.  The  resulting  system  is  modeled  using  both  analytic
and  s imula t ion  techn iques.  Input  data  for  the  models  are
obtained  from  the  measurements  of  the  existing  system.  The  two
main  conclusions  of  the  performance  study  are:

1.  The  effects  on  system  performance  due  to  the  introduction  of
a  BSN  are  minimal.  Compared  to  the  functionality  gain
obtained,  they  are  almost  negligible  (less  than  10  percent)
for  all  practical  cases  of  interest.

2.  The  predictions  of  the  analytic  model  based  on  the  Mean
Value  Analysis  (MVA)  technique  are  very  close  (errors  less
than  10  percent)  to  those  of  the  simulation  model.
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1 INTRODUCTION

Due  to  the  developments  in  communicat ions  technology,
processor  architecture,  and  peripheral  device  design,  distributed
processing  has  emerged  as  a  particularly  interesting  concept  in
recen t  yea rs .  Bus iness  fo recas te rs  p ro jec t  t ha t  d i s t r i bu ted
processing  will  play  an  important  role  in  the  1980s.  Electronic
funds  t ransfer  in  Bank ing, ,  robots  in  product ion  l ine ,  and
electronic  mail  in  the  office  environment  will  revolutionize  the
automation  of  service  and  manufacturing  industries  of  the  future.

A  Local  Area  Network  (LAN)  architecture  provides  us  with  a
t e c h n o l o g y  t o  i m p l e m e n t  d i s t r i b u t e d  p r o c e s s i n g  i n  a
geographically  limited  environment.  (The  distance  spanned  by  the
network  should  be  within  a  few  kilometers.  For  a  detailed  study
of  LANs  the  reader  is  referred  to  [JAS80].)  The  key  factor  for  a
s u c c e s s f u l  i m p l e m e n t a t i o n  o f  d i s t r i b u t e d  p r o c e s s i n g  i s
low-overhead  resource  sharing  -  a  function  provided  by  Back-end
Storage  Networks  (BSNs) .  A  BSN,  F igure  1 ,  is  a  log ica l
subnetwork ,  no t  necessar i l y  a  phys ica l ly  separa te  hardware
subnetwork,  within  a  general  purpose  high  performance  LAN  to
provide  shared  storage  services  to  a  set  of  host  computers
[WAT30].  Here  high  performance  denotes  throughputs  of  the  order
of  100s  of  Mbits/sec,  and  packet  delays  of  the  order  of  10ths  of
a  second .  Because  o f  t he  l ow-ove rhead  resou rce  sha r ing
requirement,  high  network  performance  is  particularly  important
for  BSN-based  service  cf  a  LAN-based  distributed  processing
system.  The  traditional  networking  advantages,  when  viewed  in
the  context  of  a  BSN,  develop  new  interpretations:

1•  Resource  Sharing.  Low-overhead  sharing  of  peripheral  devices
among  a  user  community  is  an  obvious  consequence  of  the
adoption  of  a  BSN.  There  is  no  concept  of  "owner"  or  "host"
i n  t h e  i n t e r c o n n e c t i o n .  W h i l e  s o f t w a r e  s t r a t e g i e s  t o
exploit  this  are  far  from  trivial,  this  is  an  opportunity
for  more  effective  use  of  what  frequently  dominates  the  cost
of  a  computer  facility.  Load  balancing  is  also  more  readily
possible.  Even  such  crude  measures  as  a  terminal  user
electing  to  run  on  a  less  busy  host  can  show  significant
re turn .  Moreover,  spec ia l  purpose  processors ,  such  as
floating  point  or  data  base  machines,  can  be  easily  shared
by  a  number  cf  hosts  in  the  network,  thus  reducing  the
effective  cost  of  providing  such  facil i t ies.

2.  Physical  Distribution.  From  a  hardware  point  of  view  as  a
con t ro l l e r  a t t achmen t  bus ,  a  BSN  o f f e r s  cons ide rab le
packaging  flex ib i l i ty  to  the  cont ro l le rs  which  may  now
reside  with  the  devices  they  attach.  In  addition  the  BSN
can  supplant  any  ad  hoc  linkage  scheme  which  interconnects  a
host  and  its  I/O  processors.

3.  Reliability.  BSNs  provide  multiple  logical  paths  to  a  device
in  case  of  a  host  failure.  They  also  provide  a  more  uniform
pool  of  storage  resources  in  the  event  of  a  device  failure.
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Multiple  BSNs,  and  hence  multiple  physical  paths  to  a
device,  can  even  provide  a  higher  degree  of  flexibility  in
this  regard.  The  increased  symmetry  between  host  and
con t ro l l e r  r espons ib i l i t i es  l ends  i t se l f  t o  s imp le r  f au l t
detection  and  recovery  algorithms.

4.  Modularity.  Growth  from  small  to  large  configurations  is
poss ib le  w i thout  such  unexpected  hurd les  as  I /O  bus
expanders/cages  being  encountered.  The  presence  of  a  BSN
holds  the  promise  of  "on-line"  configuration  change.  A  site
may  choose  to  incrementally  expand  processing  ability  (add  a
CPU)  without  massive  I/O  responsibility  restructuring.

There  are  also  some  beneficial  system  implications  in  the
adoption  of  a  BSN  which  have  no  direct  parallel  in  traditional
networking  applications.  A  BSN's  emphasis  on  average,  rather
than  peak  bandwidth  exchanges  buffering  cost  for  bus  interface
cost  at  both  host  and  controller.  A  more  uniform  syntax  for
device  interactions  offers  economy  of  mechanism  in  software.  It
also  offers  a  higher  degree  of  hardware  isolation.  With  its  high
data  to  address  rat io  and  impl ic i t  retry  character ist ics,  the
same  _  syntax  also  offers  savings  in  hardware  which  finds
relatively  easy  to  meet  responsetime  constraints  and  reduced
multiplexing  demands  over  typical  current  strategies.

2 DESCRIPTION OF THE SYSTEM

A  current  Prime  product,  RINGNET  [PRI791,  is  selected  to
perform  the  functions  of  a  BSN.  For  the  purposes  of  this
analysis,  it  is  assumed  that  RINGNET  will  replace  the  current  I/O
bus  from  the  disk  controller  to  the  host  in  the  PRIME  series  50
computers  [PRI80].  RINGNET  is  a  token  based  ring  structured  LAN
[GOR791.  The  data  transfer  rate  on  the  ring  is  1  Mbyte/sec.
Packets  can  be  of  variable  length.  The  bus  access  is  arbitrated
by  a  circulating  token.  Once  a  node  is  in  possession  of  the
token,  it  may  choose  to  transmit.  If  it  does  so,  the  data
circulates  around  the  ring,  encountering  but  a  few  bits  of  delay
at  intervening  nodes,  only  to  be  removd  by  the  originator.  The
receiver  copies  the  message  and  provides  an  immediate  low  level
acknowledgement  in  a  reserved  field  which  trails  the  packet.
Once  the  packet  has  returned,  or  if  a  node  does  not  wish  to
transmit,  the  token  is  relayed  to  the  adjacent  node.

The  inclusion  of  a  BSN  additionally  requires  the  imposition
of  store  and  forward  buffers  in  the  disk  controller  which  can  no
longer  stream  data  directly  between  the  disk  and  the  main  store.It  should  be  mentioned  that  only  one  such  store  and  forward
operation  will  be  necessary,  as  the  processor  will  be  able  to
transfer  to/from  its  main  store  directly.

The  software  disk  access  strategy  is  assumed  to  remain  the
same  by  this  imposition.  That  is,  reads  and  writes  for  record
quantities  (2043  bytes)  will  still  be  the  only  disk  access  modes
with  the  data  occupying  a  single  packet.  Ownership  is  assumed  to
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reside  with  one  processor  and  functional  responsibilities  between
controller  and  host  are  assumed  unaltered.

3 PERFORMANCE EVALUATION OF THE SYSTEM

Analytic  and  simulation  modeling  techniques  were  used  to
evaluate  the  performance  of  the  above  system.  Input  data  for  the
models  were  derived  from  the  measurements  of  an  existing  system.
The  measurements  were  obtained  with  the  help  of  the  General
Metering  Tool  (GMT)  [R0D81],  an  event  driven  software  monitor
designed  for  internal  use  at  PRIME  to  aid  in  performance
analysis.  The  existing  system  consists  of  a  CPU  with  a  scaled
instruction  rate  of  1.0,  an  30  Mbyte  disk,  and  a  disk  controller
wi th  a  t ransfer  rate  of  1.25  Mbytes/sec.  An  I /O  intensive
workload  with  a  multi-programming  level  (MPL)  cf  six  users  was
generated  using  a  remote  terminal  emulator  (RTE).  Figure  2
represents  the  distributions  cf  I/O  service  times.  (Here  the  T/0
service  time  includes  all  the  three  ccnponents,  namely  -  seek,
latency  and  transfer.)  Distributions  of  the  measurement  data  for
CPU  service  times  can  be  seen  in  Figure  3.

3.1 THE SIMULATION MODEL

The  simulation  views  the  running  software  as  a  collection  of
processes.  The  processes  are  characterized  by  "mean  times"
between  file  I /O  and  pagefault  requests.  Al l  I /O  act ivi ty  is
directed  at  disks  and  is  comprised  of  single  record  (2043  byte)
t ransfer  at  a  t ime.  The  read- to-wr i te  request  rat io  of  the
benchmark  has  also  been  preserved  in  the  model  and  seme  small
amount  of  system  overhead  has  been  added  for  pre-  and  post
processing  of  an  I/O  request  as  well  as  process  exchange.

The  I/O  subsystem  consists  of  a  few  controllers  (max=8),
with  a  fixed  number  of  disks  per  controller  (max=4).  File  I/O
requests  are  scattered  uniformly  among  all  disks  while  pagefault
requests  are  d i rec ted  to  on ly  one  o f  them.  An  un l imi ted
c o n t r o l l e r  b u f f e r  a v a i l a b i l i t y  i s  a s s u m e d .  D i s k  r o t a t i o n a l
latencies  are  assumed  to  be  uniformly  distributed  between  0  and
15  ms,  the  time  to  complete  one  revolution  for  a  3600  rpm  disk.
To  mimic  the  observed  seek  time  distribution  (Figure  4)  as
closely  as  possible  it  is  assumed  in  the  model  that  half  the  1/0
requests  do  not  encounter  any  seek  delay  while  the  remainder  cf
them  face  a  uniform  seek  time  distribution  between  5  and  55  ms.
(6  ms  and  55  ms  being  the  times  to  seek  1  and  all  300  cylinders
in  the  disk  respectively.)  The  existing  disk  transfer  bandwidth
of  1.25  Mbyte/sec  is  used  in  the  model.

The  two  I /O  subsystem  alternat ives  considered  are  the
current  I/O  bus  and  RINGNET-based  BSN.  The  simulation  of  the
model  advances  time  at  a  uniform  rate,  while  gathering  necessary
statistics  such  as  device  (bus,  CPU  and  disk)  utilizations,  mean
transaction/response  time,  and  mean  device  queue  lengths.

Page



PERFORMANCE EVALUATION OF A BACK-END STORAGE NETWORK PE-TI-903

3.2 THE ANALYTIC MODEL

A  very  simplistic  approach  is  taken  develop  an  analytic
model  of  the  system.  A  closed  Queueing  Network  Model  (QNM)  of
the  system  (Figure  5)  consisting  of  service  centers  for  CPU,
disks,  disk  controllers  and  BSN  is  constructed  and  solved  using
Mean  Value  Analysis  (MVA)  technique  [REI80].  (For  a  detailed
study  of  QNMs  and  their  solution  techniques  the  reader  is
referred  to  [SAU80].  A  special  issue  of  ACM  Computing  Surveys  on
QNMs  of  Computer  System  Performance  edited  by  G.S.Graham  [GRA78]
also  gives  a  good  overview  of  the  area.)  The  mean  values
obtained  from  the  measurement  data  are  directly  used  for  input  to
the  model.

The  I/O  subsystem  model  is  based  on  the  fact  that  each  disk
con t ro l l e r  can  con t ro l  up  to  4  d i sks ,  i . e . ,  4  d i sks  pe r
controller  can  perform  independent  seeks  at  the  same  time.  But,
once  the  seek  is  complete  only  one  such  disk  can  transfer  data  at
one  time.  Thus  in  terms  of  the  model  parameters,  the  disk
service  time  is  only  the  seek  component  of  the  I/O  service  time
while  the  disk  controller  service  time  constitutes  the  remaining
two  parts  of  the  I/O  service  time,  namely  rotational  latency  and
data  transfer  time.  The  abstraction  of  these  parameters  from  the
mean  I/O  service  time  can  be  done  by  using  the  fact  that:

1.  the  average  packet  length  is  2  Kbytes,
2.  the  average  latency  is  half  cycle  (3600  rpm  disk),  and
3.  the  disk  controller  transfer  rate  is  1.25  Mbytes/sec.

4 RESULTS

Both  the  simulation  and  the  analytic  models  of  the  existing
system  have  been  validated  against  the  results  obtained  from
a c t u a l  m e a s u r e m e n t s .  T h e  s a m e  m o d e l s  w i t h  a p p r o p r i a t e
modifications  have  also  been  used  to  predict  the  performance  of
the  extended  current  system  with  a  BSN.  The  results  obtained
from  both  the  models  are  surprisingly  close  to  each  other.  (The
difference  in  the  predicted  performance  from  both  the  models  is
within  10  percent.)  For  the  sake  of  clarity  and  uniformity  all
the  results  presented  here  are  taken  from  the  solutions  of  the
analytic  model.

The  formost  measure  of  a  BSN's  performance  is  the  degree  to
which  it  adequately  provides  a  desired  functionality  cr  support
for  an  application.  If  a  BSN  successfully  supports  a  desired
resource  sharing  scheme,  for  example,  or  al lows  a  planned
distribution  of  a  computational  workload  over  a  collection  cf
processors,  then  we  may  say  the  BSN  is  performing  adequately
[CHL80].  The  main  objective  of  this  paper  is  to  quantify  the
effect  of  the  BSN  in  providing  a  resource  sharing  capability.
This  has  been  done  by  obtaining  the  system  throughput  and
response  time,  and  device  utilizations  and  mean  queue  lengths  for
v a r i o u s  l o a d  c o n d i t i o n s ,  C P U  s p e e d s  a n d  I / O  s u b s y s t e m
c o n fi g u r a t i o n s .
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The  two  I/O  subsystem  configurations  considered  in  this
study  are:

(i)  1  disk  and  1  disk  controller,
(ii)  16  disks  and  4  disk  controllers.

The  performance  of  these  configurations,  both  with  and
without  the  BSN,  is  obtained  under  3  different  CPU  speeds  -1,3
and  5.  (These  are  scaled  CPU  speeds  where  1  represents  the
existing  CPU  speed.)  In  all  these  cases  the  load  (MPL)  is  varied
from  1  to  16,  enough  to  capture  the  effects  of  saturation.  The
reason  for  selecting  the  above  configurations  and  CPU  speeds  is
that  by  studying  their  various  combinations  we  can  note
effects  on  system  throughput  and  response  time  due  to  shifts
bottleneck  from  CPU  to  I/O  subsystem  and  vice  versa.

the
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Figures  6  through  10  represent  the  results  for  a  1-d
1-controller  I/O  subsystem  with  a  BSN.  It  is  clear  fr
graphs  that  as  we  increase  the  CPU  speed  the  bottleneck
system  shifts  from  CPU  to  the  disks,  thus  making  ver
improvement  (less  than  10  percent)  in  system  performanc
effect  of  introducing  a  BSN  in  this  system  can  be  conclu
the  fact  that  the  absolute  BSN  utilization  (Figure  10)
than  10  percent.  To  represent  the  effect  of  a  BSN  on  th
more  c lear ly  F igures  11  and  12  represent  the  pe
difference  in  throughput  and  response  time  of  the  system
without  the  BSN.

i  s  k  and
cm  these

o f  the
y  l i t t l e
e .  T h e
ded  from
i s  l e s s
e  system
rcentage
with  and

Figures  1
and  4-control l
can  be  seen
speed  of  5  uni
the  speed  of  C
the  system  pe
improvement  is
subsystem  to
CPU  speed  by  a
bound.  (Disk
percent . )  The
seen  in  Figur
easily  conclud
the  degradatio
l imits  ( less  t
Figures  20  an
two  1/0  subsys

3  through  17  represent  the
er  1/0  subsystem
that  the  system
ts.  Moreover,  in
PU  from  1  to  5,  t
rformance  (Figure

that  there  is  a
share  the  load,  a

factor  of  5,  the
u t i l i z a t i o n ,  F i
effect  on  system

es  13  1nd  19.
ed  that  compared
n  in  performance
han  10  percent).
d  21  represent  t
tern  configuration

with  a  3S
is  proces
this  con

here  is  a
s  13  and
large  num
s  a  resul

system
gure  16,

per  forma
From  the

to  the  fu
due  to  th

For  th
he  throug
s  consida

r e s u l t s
N.  From  t
sor  bound
fi g u r a t i o n

marked
14).  The
ber  of  dis
t  even  if
s t i l l  r e m

always  r
nee  due  to
se  results
n c t i o n a l i t
e  BSN  is  w
e  sake  o
hpu t -de lay
red  in  thi

fo r  a  16-d isk
hese  results  it
even  with  a  CPU

as  we  increase
improvement  in
reason  for  such
ks  in  the  I/O
we  increase  the
ains  processor
emains  under  50

a  BSN  can  be
it  can  be  very

y  gain  obtained
i th in  to lerance
f  completeness
curves  for  the

s  study.

It  is  also  interesting  to  note  (Figure  22)  that  the  15-disk
and  4-controller  I/O  subsystem  configuration  starts  to  feel  the
congestion,  i.e.,  becomes  I/O  bound,  only  at  a  very  high  CPU
speed  (>10  units)  .

5 CONCLUSION

In  this  study  we  have  shown  two  important  results.  Firstly,
we  have  been  able  to  show  that  an  analytic  model  is  as  good  a
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tool^  as  a  s imulat ion  model  for  a  h igh  level  performanceprediction  of  a  BSN-based  system.  Secondly,  it  is  clear  from  the
quantitive  results  presented  that  a  BSN  is  capable  of  adequately
providing  a  shared  storage  facility.
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